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ABSTRACT

E-commerce has grown rapidly since the internet or other
computer networks become popular. Today, one can observe
a wide variety of products and services that can be supported
by e-commerce. For e-commerce to be successful,
numerous resources and technology are used. For example,
users may spend huge amount time to find the information
they want on the Internet. Huge storage space may be used
to index or store the e-commerce web pages and catalogues.
As e-commerce becomes entrenched in the business world,
e-commerce web sites are becoming more and more
complex. One of the challenges develop efficient methods
for constructing the index for web search that apply not only
to European languages but also to Asian languages due to
the difference language characteristics around the world.
This paper aims to employ the frequent max substring
mining for indexing the e-commerce web contents. We use
the improved frequent suffix trie or FST properties to reduce
the possibility of constructing full index for the web search.
The assumption made here is basically we are interested
only in the longest substrings that occur frequently. This
assumption works well with Thai language which we are
focusing on in this paper. This improve technique requires
low storage space to keep only part of the longest frequent
“substrings. At the same time, the improved technique
enables efficient retrieval for customers to séarch the.
information of several Thai e-commerce web pages.

Index Terms— Frequent max substring, the longest .

substring, e-commerce, text mining and Frequent suffix trie.
1. INTRODUCTION

The rapid growth of the e-commerce has exceeded all
expectations in the past few years. Since the Internet has
become popular worldwide in the middle of 1990s. E-
commerce has been expanding at a very fast pace, this
makes e-commerce the largest publicly accessible electronic
markets in the world. This expansion is largely driven by
the technological progress of the Internet. And by the end of
2000, many American business companies offered their

~ and to construct the inverted index for English language web

~ increase production efficiency, and tighten the relationship

services through the World Wide Web. Since then peopl
began to associate the word "e-commerce” with the ability o
purchasing various goods through the Internet using secur
protocols and electronic payment services. However, no
only in America, e-commerce is also popular in Asia
Europe and Latin America. It is bringing enormous chang,
in business firms, markets, and consumer behavior
Subsequently, e-commerce has become more complicate
due to a large amount of e-business over the world, a variety
of the web pages with many unique characteristics and i
different languages, making e-commerce a very difficult an
challenging task to attract potential customers. Therefore
web search is regarded as an important technique to attrac
consumers to the e-commerce sites. Web search is
technique that helps consumers to find the require
information on World Wide Web. Web search has a strong
relationship with information retrieval (IR). IR is
technique that helps users to find the required information
from a large collection of web pages. The basic method o
retrieval is to use the index to retrieve web pages that are
likely to be relevant to the consumer’s query. The index i
also used to compute their relevance scores for ranking th
retrieved web pages. For most cases, web pages are indexed
by the indexer for efficient retrieval,

2. THAI TEXT MINING

Many IR techniques are designed for Enghsh language and
other European languages, where the word boundary and
characteristic are clearly defined. It is easy to classify terms

pages. E-commerce has becoming popular mainly because
its technologies can be used to reduce supply chain costs;

with customers. This makes the success of the e-commerce
rippling around the world. There are many non-European
language e-commerce web pages over the World Wide Web
such as Thai, Chinese, Japanese, Korean and others. These
languages are quite different to the English. ],anguage
because the characteristic of these languages is a string O
symbols without explicit word boundary delimiter. Unlike
English language, the structure of these languages is hlghly



biguous and is not delimited by spaces or any special
aracters. Consequently, when the word boundary is not
ar, it can be difficult for term classification and the
nstruction of index to allow efficient retrieval. In Thai
guage, Thai word segmentation is one of " many
hniques that used to support constructing index for Thai
b search. Thai word segmentation can be divided into
o major approaches, as Dictionary-based [26], [24], [25],
k141, (161, [18] [4], [11], [10} and Non Dictionary-based or
r e-based approaches [23] [17]1, [8], [7], [27], [13], [19],
20] In addition, full text scanning [2], [15], [5]. [1], [21],

cope with this language by scanning through all
ments sequentially. The objective for such method is to
d the documents that contain the user query terms using
tching string but the search time could be quite long
pending on the documents. However, the limitations of
ai word segmentation are it can only be used for Thai
thnguage, and its storage structure can only be used for
llecting Thai vocabulary. In order to solve these
ortcomings, we propose an extensive algorithm for mining
et of frequent max substring patterns called FM from web
ges where the word boundary is not explicitly defined to
e terms classification. FM also keeps the frequency and
hst of positions of terms to enable the computation of
ores for ranking web pages. The access and generation of
M are speeded up by keeping positions to all occurrences
¢ach frequent max substring pattern.

3. FREQUENT MAX SUBSTRING

is paper, we aim to employ frequent max substring
ng technique to classify terms from the contents of web
$ where the word boundary and characteristic are not
tarly defined and to allow the construction of the index file
frequent suffix trie or FST data structure. The
odology is to construct only the subtrees of suffix trie
correspond to the frequent max substrings of the
ts. Vilo’s algorithm [9] presented an efficient and
ble technique to discover frequent substrings, but it
-a large amount of storage space to keep all frequent
ings. In this paper, we use the frequent max substring
lning for indexing [22] to construct web page content for
iguage. We construct only subtrees that correspond to
frequent max substrings which contain all frequent
gs. This leads more efficient algorithm and less
requirement for storing and mining all frequent

ion of Frequent suffix trie or FST structure

t of all suffixes of an n-length string T or S/s;..s,];
1'< § < n, is a set of substrings of string 7 that
% 2t position i and ends at position n [6].

= structure of n-length string T is tree structure that
asents all suffixes of string 7 starts with root node and
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67

ends with n leaf nodes. Also ‘$’ is appended at the end of
string 7. §$, the terminating symbol, is added to show the end .
of string 7" and to make all suffixes of string T different from
each other. Therefore, all suffixes of string T contain $ at the
n different ends of the FST structure.

FST structure also shows all substring patterns with their
frequencies and positions of any substring patterns of string

Edge is a symbol or a character that is an element of the
character set. Each edge starts with the same character, and
then an extra character is added at each edge.

A node is used to represent a substring pattern with
frequency and list of positions (or .pos). The. position is the
end position of each substring pattern of string 7. Each depth
of node leads to increased length of substring patterns. All
leaf nodes keep suffixes with their frequencies and positions
of suffixes.

4. CASE STUDY
1. Traditional algorithm

Suffix trie structure [3] is the traditional method to
enumerate all possible substring patterns from the string but
it enumerates only substring patterns without their
frequencies. Also, pattern trie[9] is a trie structure that keeps
the starting position of substring patterns without their
frequencies. Therefore, this paper intends to use frequent
suffix trie or FST and frequent max substring mining
technique [22] to mine the long substring patterns that are
likely to be essential of the web page contents with their
frequencies and list of positions. This is mainly based on the
assumption -that the substrings that occur frequently in the
web page contents should be the important keys of web
pages. '

The next example shows FST structure representing all
substring patterns of Thai language using traditional

_algorithm to enumerate all suffixes of the string.

Le‘tstﬁngT:ﬂHﬂsznaums

1) "Append $ to the string and define the posmon of each
character in the string.

Steing T n1 sdsznauni s s

Position(posy; 1234 5678 910411213
2) Enumerate all suffixes of the string ;

3). Al suffixes are used to create',th‘ef FST' structure, as.
shown figure 1.
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sl zn: s zno; 17
— Y% pos=7 ™ pos=8 ™

pos=9 .

<11 sgnoL; 1>

155 zne: 1=
e pos—§

pos=8 pos=10

]

1idsznoL; 1>

k g1 zpoun;;
pos=

pos=10 oo s=

?

<1isznoum; 1>
pos=11

=foLmn; 1=
.pos—

§

<1115 snoums; 1=
poi=12

<5isznoumss: 1>
pos=13

v5 s znoumed: 1=
pos=13

Figure 1 shows the FST structure for string 7=1 19 sznouniss

From figure 1, frequent max substrings are mmed by the
following steps.

1. Enumerate all substring patterns of string T using the
FST structure.

2. Mine the set of frequent substrings whose frequency is

not less than the deﬁned frequency from the FST
structure.

3. Mine the frequent max substring patterns from frequent
substrings set.

From the algorithm, frequent max substrings mining must

firstly enumerate all substrings, follow by mining the set of

frequent substring and frequent max substring. Therefore, a
large memory has to be used to keep all substrings. Thus, a
resolution is a reduction of the number of substrings using
" two reduction rules; (1) reduction path rules using defined

Usznowu 1>
<3 U3 znoun; 1 30D 1.1

Us snpun 1 "ﬂ?:}]Jﬂ’l‘ﬁ 1

<51l5z, ?}BUﬂ‘ﬁ 1>
pos=1

(3<ithkznounms: 1=
pos=13

" rules using super-substring definition.

-ﬂaum 1=
pos=11-

.

=1

.pos=11
<1Js P?Llﬂ’ﬁ 1>
o

<sznoumss: t=
poi=13

frequency to check mining termination, (2) reduction g

Efficient algorithm [22]

This algorithm uses the two reduction path rules
reduce the number of mining substring patterns. In-
technique, the algorithm also uses heap data structuf
support computation.” Mining frequent max substrings
efficient algorithm is shown as the following steps.

Letstring T=015135¢nBUN15$
and defined frequency =2 -

1. Enumerate the I-length substring patterns with thel
frequencies, and then select frequent substring patter
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Substring patterns, frequency and position transaction
(.pos) are kept in Min Heap structure sorted by order
occurring in contents. The prior substring patterns can
~be more frequent max’ substring than later substring
patterns.

Enumerate the child substrmg pattems of a substring
pattern in Min Heap to process, and select only frequent
child substring patterns. Min Heap structure will be then
updated by using deletion rule. The deletion rule will
check which child substring patterns are super-
substrings of substring patterns in the Min Heap
structure. If the frequency of substring pattern in Min
Heap minus the frequency of super-substring pattern is
less than defined frequency, the substring pattern will be
-deleted from the Min Heap structure and frequent child
substring patterns are inserted in Min Heap by
considering two rules; (1) substring pattern will be
inserted to Min Heap- structure ordered by the occurring
position on string T, (2)- if the first position of the
substring pattern is equal to the first position of an
~ existing substring in Min Heap, a substring pattern is
inserted in the last position in the same group. The
processed substring patterns are deleted from Min-
Heap. The other substring patterns will-be processed
until Min Heap is empty.

Mine frequent max substring by selecting substring
patterns having no super-substring patterns from set of

substring patterns in Min Heap. '

'From above steps, the FST structure is shown figure 2

!gure 2 shows the FST structure using the effrcrency
algorithm.

Igure 2 shows the FST structure that contains some
uent substrings and all frequent max substrings .

5. CONCLUSION

aper proposes using FM mining algorithm to support
X construcnon in web search for e-commeérce. While e-

‘also become an
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commerce is widely adopted the web is becoming the
biggest and most widely known information source that is
easily searchable and accessible in present society. Web has
important channel for businesses.
Customers can buy almost anything on the internet from any

“part of the world. Our algorithm will be able to construct

the index using less storage space to support” information -
expansion. - The algorithm can be used for Thai language,
and is also able to be used with any language that has
similar structure with Thai language and for other languages
that are highly ambiguous and are not delimited by spaces or
any special characters. Qur algorithm used an improved
suffix  trie structure, called FST structure. FST structure is
exploited to reduce the number of computations using two
rules. As observed from the results, this algorithm gives less
number of substring patterns than the traditional algorithm
and Vilo’s algorithm. This has improved over the original
algorithm in term .of memory storage space, computing
efficiency and scalability.
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